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ABSTRACT
Due to the rise of lifelog cameras, we have personal video
data that is too large to be watched. Video indexing has the
potential to provide meta-information for faster video search.
This work aims to support lifelog video indexing through au-
tomated face priority rating. In a user study, we identified
parameters that allow for rating the importance of persons in
a video. We implemented these findings to automatically pre-
dict the person’s importance in video. We show that our algo-
rithm predicts similar person priority ratings like the partic-
ipants had given. Hence, we contribute to video-based lifel-
ogging through indicating, implementing, and testing face in-
dexing rules that predict how important a person in a video is
perceived. Our findings can help to build video players that
support users navigating through their large video data and
reviewing sequences that recall important moments of life.
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BACKGROUND
Due to the rise of wearable cameras, lifelogging, the pro-
cess of automatically recording aspects of one’s life in dig-
ital form [6], is producing a massively growing amount of
both, image and video data. Navigating through such large
video, e.g., for re-viewing a specific life scene, is very time
consuming and is not yet sufficiently supported by software.
This work aims to support lifelog video navigation through
automatically providing useful meta-data for video indexing.

We argue that we should aim to design lifelog video indexing
algorithms as similar as possible to strategies humans use to
access their autobiographical memory. It is widely accepted
that autobiographical memories of past situations can be ac-
cessed by a wide variety of cues, such as what happened,
who was there, when it took place, and where it occurred
(e.g., [2], [4], [14]). It is generally observed that providing
”what” happened is the most effective cue to the past event,
with ”who” and ”where” also highly informative relative to
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”when” ( [4], [14]), and that multiple cues are more effec-
tive than single cues ([14]), e.g., recalling what happened is
greatly improved by providing both ”who” and ”where” com-
pared with providing just one or the other. Inspired by the
autobiographical memory process, we propose to add infor-
mation about ”who”, ”where” and ”when” as meta-data to
video sequences. While many current cameras already save
the ”when” as time stamp and the ”where” as GPS data; the
information about ”who” was captured is missing in video
data so far as well as how important the ”who” may be per-
ceived in the video. For personal photo sorting and finding,
computer aided support, like iPhoto or the face recognition of
Facebook, is a beneficial automated software approach to bet-
ter and faster navigate through photo collections. While these
algorithms work well for consciously taken photos, lifelog
images, due to the nature of wearable cameras, usually con-
tain much unimportant information and suffer from bad light
conditions and motion blur [15]. This paper contributes to
lifelog video navigation through proposing an automated aid
that adds information about the person shown in the video and
about his/her’s importance as such information would allow
for faster navigating through lifelogging video.

Although automated solutions have been developed for
lifelog photo activity [6] and event [9] classification, to date
no automated solutions exist for indexing lifelogging video.
However, manual approaches have been proposed for video
indexing, but such solutions will not be efficient enough to
support the amount of lifelogging video data that we will
soon have. For example, Christel [5] added manually seman-
tic text labels about the location shown in video, which is a
very time consuming approach. Existing automated solutions
are adding meta-information to photos about time and place.
Moreover, face detection and recognition has been used for
photo indexing. For example, in iPhoto or Facebook, faces
are automatically highlighted, and then users can manually
add the name to a face or they can link a face to a certain Face-
book profile. For automated video indexing, Ma and Zhang
added location information to video through GPS data of the
camera [10]. Al-Hajri et al. proposed a video-watch-history
approach for scene importance indexing, considering more
often watched videos are more important (similar to the rec-
ommender system of youtube) [1]. Gao et al. [7] proposed an
importance ranking for people in TV series and movies us-
ing a face recognition algorithm. Here the aim was to find
the main cast, which was achieved by the assumptions that
main characters have more screen time than others. In order
to index general lifelog data beyond video, Gemmel et al. [8]
introduced a database application where as many as possible
actions of the user is saved. The aim here is to give maxi-



Figure 1. Video scenarios: dialogue (1), moving dialogue (2), meeting (3), and eating (4).

mum amount of different context information to help the user
remember past actions. This application saved every context
information available, e.g., mouse clicks on the computer or
the weather when emails were sent and received.

Solutions to add meta-information to video about the ”when”
and the ”where” already exist using time stamp and GPS. As
lifelogging generates massively large data, we aim to extend
existing video indexing approaches by creating a fully auto-
mated process for adding meta-information about the ”who”
to lifelog video. We first conducted a user study to examine
what parameters of image content would be helpful in deter-
mining which faces are worth highlighting. We then used the
importance rating parameters to implement a face recognition
algorithm, and tested the extent to which such an algorithm
could automatically predict who is important in lifelogging
video.

EXPERIMENT
We conducted a user study to explore the ”who” in lifelog
video. Lifelog video captures all kinds of everyday situa-
tions, and, (in contrast to movies), due to the nature of con-
stantly and passively lifelogging, faces randomly appear in
the video. Thus, many persons shown in lifelog video have
no importance for the owner of the lifelogging device. In
this experiment, we particularly aimed to understand which
parameters cause importance of faces in such videos using 4
clips that represent different scenario types in lifelog video,
being in a dialogue at a table, sitting with two people at a ta-
ble, walking while having a dialogue, and a lunch situation.
Of course, these four scenarios barely represent lifelog video.
However, we believe that they represent typical everyday sit-
uations that are likely to be often recorded in lifelog video.
We are aware that using somebody else’s lifelog video is ar-
tificial. However, using the same video material for all par-
ticipants has the advantage to guarantee equal conditions for
all participants. Moreover, personal videos contain emotional
meta-information that would influence our results as stated
by Wagenaar: ”Pleasant events were better recalled than un-
pleasant events” [14]. To avoid that, we use video participants
have no emotional connection with.

Task, procedure & measures
For identifying clear indicators that let a face in a video ap-
pear to be important and for exploring the underlying param-
eters of the importance of the face, we produced mentioned 4
lifelog simulating videos that we showed to participants. The
viewing order of the videos was arranged using Latin square.
Before watching the videos, the participants were asked to

imagine that the videos were lifelog data that were recorded
to support recalling their past. While watching the video,
participants were asked to select faces they thought would
be relevant or desirable to recall. The selection was realized
through pausing the video and cropping the face with a dedi-
cated tool of our apparatus. For each selected face, we asked
participants to rate the importance that the person may have
for somebody who wants to recall his/her life using a 7-item
Likert scale. To better understand why participants found a
person to be important, we also asked participants through
open questions to name reasons why they had selected the
specific face.

Apparatus
Our videos lasted about 1.5 minutes each and had a frame rate
of 30fps. The audio was muted to not distract the visual at-
tention of the participants and also because of privacy issues.
The videos (shown in Figure 1) had the following content:

(1) A dialogue between 2 sitting people, one wearing the cam-
era and one sitting opposite.
(2) A dialogue between 2 walking people, one wearing the
camera and one walking beside him. Additionally some peo-
ple were shown in the background.
(3) A group meeting with 4 persons, 3 sitting opposite the
person wearing the camera. All 4 were in conversation.
(4) A lunch in a public cafeteria where 3 people were sitting
opposite to the person wearing the camera, 2 were in conver-
sation and one was not. Many persons in both, foreground
and background.

We implemented a web application for playing back the video
and for letting the participants pause the video, select a frame,
crop the faces, rate their importance, and name reasons for
the selection. The application contained a media player to
play/pause the video, a frame selection button, and a photo
gallery where the cropped faces were shown. A window
popped up when a frame was selected. It showed the frame
and allowed the participants to crop the face. Additionally, a
Likert scale with radio buttons was presented to rate the face’s
importance, and the participants were asked to enter in a text
field the reason(s) for the face selection.

Design
Our study had a within subjects design with 16 participants
(9 males, 7 females), aged between 23 and 76 (mean=42,
SD=19.6). The independent variable was the video content.
Each of the 4 videos showed a different scenario with vary-
ing persons in different social interactions. The dependent



Figure 2. Category ratings per reason given for select a person from the videos in each of the four scenarios.

variables were selected faces, importance rankings for each
selected face, and reasons for the face selection.

RESULTS
In the 4 videos, the faces of the 8 persons mentioned in the
description of the scenarios were selected, while faces in the
background were never chosen, see Figure 3. Even the face of
a person not interacting with the person that wore the camera
(scenario 4, face 3) was only chosen with a low importance
rating. Different reasons for the selection were provided, and
sometimes more than one reason per selection was given. Us-
ing a bottom-up analysis and open coding, we grouped the
selection reasons according to their semantic closeness and
their appearance frequency, see Table 1. We also reported
how many participants mentioned a particular reason.

The reason categories were further used to show the reasons
per face and scenario that led to the selection, as shown in
Figure 2. Hence, we analyzed why a certain person in a par-
ticular scenario was selected. An important reason for the

Figure 3. Persons’ importance rated by participants (mean, SD).

selection of a person is his/her screen time (Table 1: cate-
gory 1, 2). Moreover, in all scenarios, only persons in the
foreground were selected to be important (see Figure 3 and
Table 1: category 5, 8, 13), while the importance depends to
a great extent on the behavior of the person. The person is
considered to be very important if being in conversation with
the user (Table 1: category 3, 4, 11, 13). This can be inferred
by mouth movements and through gesticulation. The impor-
tance is constantly decreasing with a reduction in conversa-
tion activity. If a none-communicating person is selected, the
importance may be very low (see Figure 3: scenario 4, per-
son 3 and Table 1: category 13). The selection then may have
other reasons, e.g. he did something (Table 1: category 10).

DISCUSSION
Through showing lifelog simulating videos to participants,
we identified reasons why persons in lifelog video would be
worth indexing for later situation recall. Greater screen time
and higher frequency of appearance has been observed to pre-
dict the importance of a person. However, our participants
found only persons in the foreground important; but the per-
ceived importance of the foreground faces differed.

Figure 4. Importance ratings per face detected by our algorithm.



Most important were people rated that were communicating
with the person that wore the camera. This was inferred by
mouth movements, gesticulation, eye contact, and emotional
mimic, e.g. grinning. Persons that are not communicating
with the lifelogging person were rated as much less impor-
tant; but they may still be interesting, e.g., if being active.

Our findings are in line with whose of Gao et al. [7] who
proposed an importance ranking for people in TV series and
movies based on their screen time. Thus, we can transfer
this face importance indicator from TV productions to lifelog
video. Moreover, we extend the list of importance indica-
tors by also recommending to consider whether the person
is in the foreground (as major indicator) and if the person is
in conversation (to distinguish the importance). Conversation
activities can be identified by mouth movements, gesticula-
tions, mimic, and eye contact. Other activities may also indi-
cate some importance. Speech and audio analysis would fur-
ther improve the understanding the importance of people in
video; but analyzing people’s conversation causes much more
privacy issues than considering only the images of video.

IMPLEMENTATION & TESTING
Here, we describe the implementation of an automated face
detection and recognition algorithm for lifelog video that pro-
vides video indexing information about the importance of the
recognized faces considering the findings of our experiment.
This serves both as a proof-of-concept and as a test to deter-
mine whether an algorithm considering screen time and com-
munication can get similar results than those we got from our
user study. Hence, we used our 4 experimental videos.

Like Gemmel et al. [8], we used a database to store the de-
tected faces (due to the algorithm output in gray scale) as
well as the meta-information, including screen time (as we
confirmed the assumption of Gao et al. [7] that screen time
is related to the importance of a face), size (to indicate close-
ness, which also indicates importance), and conversation time
(as we found that for shown faces, the ones that are commu-
nicating are more important than the others). The data base
allows for storing time and place if the camera has a GPS sen-
sor, which we recommend to also consider for adding meta-
information to lifelog video about ”where” and ”when”.

For the face detection, recognition, and importance rating the
following steps were performed for each frame: In order to
boost the processing, the video size is reduced to 800x600
pixels. To detect and recognize faces we used the OpenCV
Viola Jones Algorithm [13], the eigenface recognizer [12],
and variations of the Viola Jones Algorithm by using different
cascade classier in order to identify faces with a prole view.
We systematically tested the recognition accuracy with differ-
ent face recognizers including the local binary patterns [11],
Fisherfaces [3], and eigenface recognizer. Viola Jones Algo-
rithm and the eigenface recognizer showed the best recogni-
tion accuracy. The detected faces automatically got a face
ID, and their frames time stamps were saved in the data base
immediately after the recognition. Due to head movements
or lightning noise, a face can disappear for a moment when
still being part of the scene. Hence, we defined a threshold
for time gaps between two faces appearances of 0.3 sec (10

frames, with 30fps) for that we assume that the face also was
present in the frames between. Multiple faces can be detected
and recognized in one frame. Our data base contained a num-
ber of false positives. Skin detection was used to reduce the
number of false positives, and a face size threshold excluded
faces shown in the background (see category 13 of Table 1).
A final manual selection served for filtering our results.

Through that procedure we detected 9 faces in the 4 video
clips. For them, we calculated the importance rating using
screen time and communication activity. The absolute screen
time a person had was represented through the amount of
frames the face was recognized. For each frame that showed
a face, we set a Boolean value to 1 if the person was talk-
ing and to 0 if not. We detected talking activity using a his-
togram comparison algorithm for the mouth region for every
5 following frames, which allowed for detecting mouth move-
ments in a frame sequence. The Boolean values of the talking
indication are summed up to calculate the total frame number
of talking activity. The importance of a face is then calculated
as the sum of all talking frames and the screen time itself.

Comparing the results of our user study with the results of
our algorithm, we see that the user-defined important persons
in our study overlap with 8 out of the 9 detected faces, see
Figure 4. Similar to the previous study, the 7 persons that
were talking to the person with the camera got highest im-
portance scores. The only exception was the person walking
in scenario 2 beside the lifelogging person. As the person
mainly focused on the way, the conversation partner does not
often occur and thus, got only short screen time and conse-
quently little conversation time as well. The calm person that
our participants had selected was also detected by our algo-
rithm and he, similar to the user-rating, got rather low im-
portance values. Our algorithm detected one person that was
not selected by participants: a man on the very left side of
the video capture and who is also not talking into the camera
but to somebody else. Reviewing the importance categories
defined in our user study, we could consider here category 8
of Table 1 that recommends to only consider persons in the
center. Hence, an improved version of our algorithm will not
consider face at the frame border. Finally, we propose to in-
troduce a concept of presence for persons that are there but
not captured, like the one walking beside the main person.

CONCLUSION
We found that screen time, face size, and communication ac-
tivities are used in people’s judgment about the importance of
persons in lifelog video. We implemented a simple algorithm
that predicts the importance of persons in such video using
the parameters identified in our study. A test of our algorithm
shows that our algorithm successfully identified the same per-
sons as our participants did and rates their importance mostly
similarly. Hence, our algorithm approach can help to build
video browsers that automatically highlight important scenes,
which is crucial for organizing and navigating through large
video, such as captured with lifelogging cameras. A larger-
scale batch testing could confirm the scalability of our results
as well as also considering female protagonists. Future work
could benefit from our work by applying our approach for
object detection in lifelogging video.
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