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Fig. 1. Vibrollusion is a concept that uses a vibrotactile illusion instead of haptic actuators to provide touch feedback when interacting
with surfaces. While the illusion is neither perceived when a virtual object is only visually vibrating (drawn as a motion blurred object
in blue here) nor when a vibration sound (visualized as a soundwave in red here) is played, a vibration is felt when both modalities
are presented at the same time in a specific range of intensities. That tactile illusion is visualized as purple circles here.

Vibrations are the dominant way to create haptic feedback for interactive systems and are most often induced by vibrotactile actuators.

However, virtual content created for augmented reality usually does not support that modality, instead relying mainly on visual

and auditive output. Aiming to provide haptic feedback for augmented reality in cases where real vibrations cannot be used, we

explore how vibrations can be felt using vision and audio only. In a user study, a virtual 10 x 10 cm white square-shaped cuboid was

influenced by animation and/or sound to induce a haptic illusion when being touched. We were able to identify a specific range where

the perception of vibration was significantly stronger and more realistic compared to all other values. This was the case if the virtual

object’s edges were blurred up to a range of 0.4 cm or 0.6 cm, correspondingly accompanied by sounds, where the spectrum was cut

off at a frequency of 256 Hz (for 0.4 cm) or 966 Hz (for 0.6 cm). With that, we aim to enrich augmented reality systems.

CCS Concepts: • Human-centered computing → Human computer interaction (HCI); Empirical studies in HCI; Interaction
design.
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1 INTRODUCTION

Vibrations generated by different hardware components (i.e., vibrotactile actuators), which are embedded into smart-

phones and game controllers, are commonly used to induce various kinds of haptic feedback. This ensures high

usability, e.g., in mobile computing, virtual reality, and gaming using controllers. However, integrating haptic feedback

is challenging in ubiquitous computing, where walls and surfaces can become interactive.

Embedding actors (and possibly also sensors) into walls and surfaces while aiming at “a physical world that is richly

and invisibly interwoven with sensors, actuators, displays, and computational elements” serves as interface [57], is

technically difficult and would change the way our environments are built. While examples of smart furniture, as

presented in InFORM by Follmer et al. [16], can provide promising interaction and feedback possibilities, they are often

very costly, can create much noise, and are not as recommended by Weiser as “calm” interface concept [57, 58]. Thus, it

is not always feasible to embed hardware into every object and surface.

Even if integrated into massive objects like walls, floors, or wardrobes, vibrotactile actuators would hardly let such

objects vibrate. In addition, because of the lifetime of the hardware, the effort of maintaining these would be immense,

as components (actuators, batteries) have to be replaced from time to time. In IllumiRoom from Brett R. and al. [24],

the furniture is instead only visually vibrating using projector-based AR, providing quite realistic vibrations using

audiovisual stimuli. However, users cannot feel the furniture vibrations as they are placed out of hands’ reachability.

The alternative of providing vibrotactile feedback through object vibrations is a remote sensation, e.g., usingwearables,

such as haptic gloves that simulate touching a vibrating object through vibration motors placed directly underneath the

fingertips [15, 34], or EMS that can move limbs which can create the sensation of resistance and touching surfaces [35].

However, these approaches have the drawback that wearables would encumber hands [62].

Therefore, an alternative approach has to be found to support natural interaction with smart environments, e.g.,

where haptic feedback could be perceived on large, solid, smart objects. For example, touch interaction with a button or

keyboard projected on a table or wall in front of us through AR glasses would benefit from haptic feedback. Aiming to

avoid as much hardware as possible, we propose using haptic illusions instead of haptic actuators.

Haptic illusions are widely investigated to induce several haptic sensations. Actuator-generated vibrations were

investigated to indicate several object properties or haptic sensations (weight [50], stiffness [23], texture[9], or skin

sensations via funneling [28], Stimulus-Onset-Asynchrony (SOA) [21], or saltation [18]). In addition, a broad spectrum

of haptic sensations can be created by stimulating several senses. For example, the sense of sight can be used to induce

several object properties through haptic illusions (i.e., weight [41, 44], size [61], texture [13, 33], or stiffness [2, 59]), as

well as the sense of sound (i.e., [14, 31, 55]). These works demonstrate the possibility of haptic illusions as a robust

non-tech alternative for creating haptic sensations. Nevertheless, research is still lacking knowledge if senses used for

creating illusionary haptic sensations can also be used to induce the feeling of vibrotactile touch feedback.

To reduce this research gap, this paper explores whether vibrations can be haptically perceived by only stimulating

the visual and/or auditory sense (RQ1). Further, if such a haptic sensation is possible, we aim to identify the limits of

this haptic illusion, which means exploring the beginning and breaking point of the illusion (RQ2).
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In a user study, participants had to interact with a virtual 10 x 10 cm white virtual square and to judge if they

perceived the haptic sensation of feeling a vibration. We systematically changed the cutoff frequencies of auditory

feedback and the intensity of visually perceived object vibration. Our results clearly show that a single modality in

our setup could not create a vibrotactile illusion, but specific multimodal combinations (a cutoff frequency of 265

Hz combined with a 0.4 cm amplitude edge blurring effect and a cutoff frequency of 966 Hz combined with a 0.6 cm

amplitude edge blurring effect) indeed made people feel a tactile illusion, while no haptic technology was used.

2 RELATEDWORK

This work explores if a tactile sensation of feeling a vibration can be created using an illusion that utilizes visual and

aural stimuli. Therefore, we reviewed how haptic sensations can be induced by stimulating the sense of sight, Section

2.1, the sense of hearing, Section 2.2, and multisensory feedback, Section 2.3.

2.1 Haptic Sensations induced through Visual Stimuli

Using vision to provide and simulate haptic feedback without requiring haptic devices is also known as pseudo-haptic

feedback [32, 39]. Hachisu et al. combined pseudo-haptic feedback with visual and tactile vibrations to enrich the

overall haptic sensation [20]. This is partly in line with our work, as the visual presentation of vibrations is used to

create haptic sensations. Conversely, it was not researched if the tactile sensation of feeling a vibration can be induced.

Lécuyer studied how pseudo-haptics are understood and investigated how different object properties (i.e., stiffness,

weight, texture, and shape) can be created with pseudo-haptic feedback [32]. Speicher et al. investigated pseudo-haptics

to provide feedback for hands-free mid-air interactions on VR user interfaces [46]. They tested a planar UI similar

to common 2D desktop UIs and a pseudo-haptic UI based on physical metaphors. The study results show that the

pseudo-haptic approach performed better regarding workload, user experience, motion sickness, and immersion.

2.1.1 Shape. One object property that can be created through visual stimuli is the shape of an object. Former research

looked into different methods like 3D deformation [3], or manipulation of the C/D ratio (Control/Display ratio) [6].

Ban et al. investigated how the perceived shape of an object can be influenced through the visual sense [3]. In their

study, participants touched a cylinder placed behind a screen as a physical stimulus. They saw their hands and a visual

representation of that cylinder on that screen. The visual appearance of the cylinder could be changed on the screen,

and based on the visual appearance, the perception of the felt shape differed. Bickmann et al. created the illusion of

grasping objects of a cylindrical shape by influencing the C/D ratio in a VR application [6]. This was achieved by using

a custom haptic illusion glove where a power circuit is closed when the finger of a hand touches the balm of the same

hand, as done in a grasping gesture. If the power circuit is closed, the user’s hand is accordingly grasping in VR to the

point where the hand fully encloses the cylinder. This approach created the illusion of grasping a cylindrical object,

further assessing the device’s usability.

2.1.2 Weight. Another haptic sensation that can be created using vision is weight perception. This illusion can be

created by using the size-weight illusion [22] or by taking advantage of influencing the C/D ratio [42]. Hashiguchi et al.

investigated how the perceived weight of a rod can be influenced by using the visual sense and taking advantage of the

size-weight illusion [22]. In AR, users saw a real rod they were holding in one hand in front of a black background. The

rod could be shortened and extended visually by using augmented or diminished reality. They found that the shorter

the rod looked, the heavier it was perceived by the participants, and vice versa. Samad et al. also used the visual sense

and researched how manipulation of the C/D ratio can influence the perceived weight of an object [42]. Users were

3



MUM ’23, December 3–6, 2023, Vienna, Austria Marco Kurzweg, Maximilian Letter, and Katrin Wolf

lifting a small physical cube while lifting a virtual representation of that cube in VR. By influencing the height of the

virtual cube, the users perceived the cube as heavier the lower the virtual cube was lifted compared to the real one.

2.1.3 Size. Influencing the C/D ratio was also used to influence the perceived size of an object [4]. Bergstrom et al.

affected the visually perceived size of an object by resizing the grasping in a VR application [4]. By manipulating the

displayed distance between thumb and index finger, the users perceived a grabbed cube in different sizes, which was

always of the same physical size outside of VR.

2.1.4 Texture. The visual sense was also used to create haptic feedback of perceived textures through different methods

(i.e., superimposing texture [63], interactor displacement [36], and using C/D ratio [54]). Yokoyama et al. investigated

how the visual sense can be used to tactile perceive a very small ridge [63]. Therefore, they used a real-life object

with a small ridge under the perception threshold that participants could not feel and made it perceptible by adding

a visual cue to the ridge as a painted line. Van Mensvoort et al. displaced the mouse cursor on a desktop computer

screen to investigate if this will influence perceived force feedback and create a perception of different textures [36].

By increasing or decreasing the speed of the mouse cursor movement on specific areas of the screen, participants had

the feeling of hovering over bumps or holes with the mouse. Ujitoko et al. manipulated the C/D ratio on a tablet to

create a feeling of perceiving specific textures [54]. In their study, participants should use their index and middle fingers

to "walk" on the screen, on which different images (i.e., a snowy ground) were shown. Depending on the image, the

scroll speed of the tablet changed while the finger walk speed was constantly the same. They found that this influence

successfully created the feeling of walking on different grounds.

2.1.5 Stiffness. A last object property created through pseudo-haptics is the perceived stiffness. Kokubun et al. re-

searched the creation of stiffness through visual stimuli on a custom mobile device [29]. Participants could push on the

back side of the device, and depending on how hard they pushed, they saw a texture deformation on the front screen.

Using this illusion, the perceived stiffness of the device was influenced, as it was a rigid object but was perceived as soft.

2.2 Haptic Sensations induced through Auditory Stimuli

Illusionary perceived haptic feedback was not only created by visual stimuli but also by using audio as a stimulus.

2.2.1 Stiffness. Turchet et al. investigated how aural stimuli can be used not only to perceive a particular shape but

also to perceive a specific stiffness of the ground a person is walking on [52]. They used different material sounds (snow,

gravel, wood) of undergrounds a person could walk on. Participants wore sandals with integrated pressure sensors. A

footstep sound of one material was played by detecting when a step was made. The results showed that the walking

pace of the participants was affected by the sound they perceived when doing their steps.

2.2.2 Texture. Not only the haptic sensation of stiffness can be created through material-related sounds, but also the

perceived texture of an object [9]. Cho et al. researched how haptic feedback for writing on a tablet can be increased

by recreating the feeling of writing on a physical piece of paper [9]. They modified a pen with an accelerometer, a

vibrotactile actuator, and a small speaker. The accelerometer detected the writing and sent the data to a computer. With

this information, the vibrotactile actuator was activated with a frequency similar to moving a pencil on a piece of paper

to simulate occurring vibrations. At the same time, the speaker was activated and played a sound equal to moving a

pencil in the same way on a piece of paper. They found that combining both (tactile feedback and sound) created the

sensation of writing on a real piece of paper while writing on a tablet screen.
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2.3 Multisensory Feedback

The previous examples have only stimulated a single sense to generate tactile feedback. Nevertheless, multisensory

integration can be employed by integrating multiple senses to create tactile feedback [11, 12].

2.3.1 Texture. Multisensory feedback was used to create different haptic sensations, like texture perception. Turchet et

al. modified different properties of a camera in a virtual scene displayed on a desktop monitor to investigate if these

modifications can influence the perception of the ground a user is walking on [51]. The visual sense made participants

think they were walking over bumps, through holes, or on flat ground by changing the camera’s height, orientation,

and/or velocity. They also used aural stimuli (standalone or in combination with visual stimuli) to investigate if haptic

feedback can be created through auditory input. Therefore, the footstep sounds were played at different temporal

intervals (shorter intervals when going down and longer intervals when going up). They found visual and auditory

input to be possible factors in creating haptic feedback for perceiving the shape of the ground a user is walking on.

2.3.2 Skin Sensation. Multisensory feedback was also used to create skin sensations. Won and Altinsoy investigated

how auditory feedback can affect the intensity perception of tactile stimuli [60]. For their study, they mounted a

touchscreen on top of a shaker. When participants pressed a virtual button on the touchscreen, the shaker vibrated with

different frequencies and amplitudes. In addition to this tactile stimulus, the participants heard different frequencies as

an auditory stimulus. A user study showed that auditory feedback is an important factor in tactile intensity perception.

However, the different frequencies of the auditory feedback did not show any significant differences.

2.3.3 Stiffness. Another property created through pseudo-haptics is the perceived stiffness of an object [25, 59]. Wolf

and Bäder also used texture deformation to investigate the perceived stiffness of different materials [59]. Therefore,

different material images were projected on a rigid surface. When the participants touched the surface, a visual texture

deformation of different levels was made, so the material seemed to be deformed. They showed that visual stimuli could

influence the perception of object properties regarding stiffness. Besides, they showed that the perception could be

reached using electro-tactile stimuli. Further, combining both stimuli did not significantly increase the results compared

to a single stimulus. Kang et al. examined the perceived stiffness of a virtual object placed on the palm of users’ hands

and the perceived roughness of a virtual object in mid-air [25]. For stiffness, they used a virtual cube that was visually

vibrating in combination with the sound of a vibrating smartphone. They found the perceived stiffness of a virtual

object for passive touch to be significant for auditory cues but not for visual cues or their interaction. For the perceived

roughness of a virtual object, they found the auditory and visual cues as significant factors but not the interaction of

both.

2.4 Summary

It can be concluded that different haptic sensations and several object properties could be created or influenced by

stimulating the visual or aural sense or the combination of the two. The works mentioned in this section show how

versatile visual and auditory stimuli can generate various feedback modalities. The most related approaches to this

work are the research of Kang et al. [25] and Hachisu et al. [20], as they used a similar setup as well as the same

stimuli conditions of visual and auditory vibrations. On the opposite, they investigated how these stimuli influenced

the perceived stiffness of a virtual object [20, 25], but not if the haptic sensations feel like tactile perceived vibrations.

Therefore, it remains unclear if also the haptic sensation of perceiving vibrations as tactile feedback can be created by

using the visual and/or aural sense as input.
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Fig. 2. Visualization of the participants’ view when wearing the HoloLens 2. In the center, the white virtual object is displayed. When
touched, it vibrates using auditory, visual, or audiovisual feedback (highlighted with black waves to show movement).

3 IMPLEMENTATION

We aimed to explore if the sensation of tactile perceiving a vibration can be created through stimuli by the visual

sense, aural sense, or a combination of both. To create such a haptic illusion, our concept is based on the principles of

multisensory illusion: If information about the environment is received from different sensory channels like vision,

touch, or auditive, there might be a discrepancy between what we expect and what feedback we receive through the

different channels [11]. The brain then trusts the input which is nearest to our expectations.

Baseline. Following that idea, creating the tactile sensation of feeling vibrations might be possible with realistic visual

and auditory stimuli. Therefore, visual and auditory stimuli were chosen, as the visual sense is the most dominating

sense of all [45], and auditory feedback as vibrations usually have a specific sound connected to them, known from

our everyday life (i.e., vibrating smartphone). As this work aims to explore the creation and perception of vibrotactile

feedback in situations where real vibrotactile feedback cannot be present, we implemented a baseline for all different

stimuli, where no feedback could be perceived and integrated that as our control condition.

Physical Laws. To choose the different values with equally perceived changes for the visual and auditory stimuli, we

used the Weber-Fechner law and Steven’s power law [37, 47]. These laws investigated how much a stimulus must

be increased to perceive the resulting feedback more strongly. Regarding these two laws, the values for the visual

stimuli were increased linearly. This is because a doubling of the distance is also visually perceived as a doubling of the

distance [47]. To achieve the same for the auditory stimuli, the values were increased logarithmically [37].

Visual Stimulus. For visually presenting a virtual object’s vibration, we blurred the edges of the virtual object between

specific widths; see Figure 2. This visualization technique was selected based on its superiority in representing vibrations

visually compared to other methodologies documented in prior work [30]. In each frame, the strength of the blur effect

was varied by randomly setting the width of the blurred edges to a random value up to the maximum value of one

of the six different strengths we are examining. This effect was used solely on the sides of the virtual object and was
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Fig. 3. Left: To determine the maximum cutoff frequency of our vibration sound, we calculated at which point the frequency is in
an area where changes are not recognizable anymore. This point was reached at -165 dB and a frequency of 12866 Hz. The vertical
dashed line represents the cutoff frequency. Right: A presentation of the cutoff frequency. It can be seen that the sound is the same
over each condition. Depending on the cutoff frequency, all tones in the spectrum of the sound above the cutoff are not present (grey),
just the ones below (black). This example is for the cutoff frequency of 3525 Hz.

seen identically on both sides. The values to present the different strengths of the vibrations started at 0 cm and were

increased linearly in 0.2 cm steps, following Steven’s power law [47]. The maximum value was 1 cm. While a value of 1

cm initially seems very large in terms of representing a vibration, there are different reasons why this value was chosen.

One reason is that there is no experience about which range is suitable for the visual representation of vibration, as

visual feedback is not known from vibrations. Choosing a too small range, essential values and thus findings could be

lost. Another reason is that small values would not be perceived in the display of vibrations. Therefore, we have chosen

the model of non-photorealistic rendering [17]. This model proposes a cartoon-inspired model of vibration, which is

not realistic but seems to enhance the interaction experience. We applied this approach to ensure the visibility of the

vibration. This was also done in other works [20]. For the same reason, we have chosen 0.2 cm as the step size for the

visual strength values. This value was found to be small but still noticeable in a pre-study conducted with a team of 6

researchers. The visual vibration effect was achieved using a shader that erratically blurs the edges of a virtual object. It

performed better than traditional sine wave movement for displaying virtual vibrations on a HoloLens 2 headset [30].

The frequency of the visual vibrations was limited to 40 Hz. This was due to the limitations of the hardware, which

is discussed in Section 6.3.

Auditory Stimulus. The sound used for our prototype was a familiar vibrational sound of a smartphone. Unlike other

studies where the sound was altered permanently to correspond with an object’s interaction and resulting haptic

feedback, we consistently played the same sound (but with distinct cutoff frequencies) as long as the touch lasted. To

set the different values for our conditions, we used a Low-Pass filter to filter out/cutoff higher frequencies. This means

that the filter modified only the spectrum of the sound. The sound itself, as well as its base frequency, was the same for

every condition. For better fitting of visuals and sound, the volume of the different cutoff frequencies has been slightly

adjusted. A higher amplitude is known to be connected to a higher sound [1]. As this effect is naturally created through

the different cutoff frequencies (higher cutoff frequencies are louder than smaller ones), we made it more noticeable by

increasing the volume differences to a constant difference of 3 dB from one cutoff frequency to the next. Accordingly,

the cutoff frequency was decreased to a lower value for simulating a weaker vibration. Therefore, in the first step,
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the highest and lowest values were defined. The lowest value was set by having a cutoff at a frequency of 20 Hz, the

lower limit of the human hearing range [64]. It was impossible to take 0 Hz as the lowest value as the two values were

used to calculate all other logarithmic values, and a log(0) can not be calculated. The maximum cutoff frequency was

investigated by analyzing the frequency spectrum of the stimulus used in this study. The intensity is negligibly small

above a frequency of 12866 Hz (< −165𝑑𝐵), and a higher cutoff frequency than 12866 hardly affects the perceived sound.

Above 12866 Hz, only very small peaks up to −175𝑑𝐵 are reached, which are not or only with difficulty perceived by the

ear, see Figure 3. In addition, the spectrum was visualized and tested with music applications
1
to see if higher cutoff

frequencies and present sounds could be heard. Therefore, 12866 Hz is assumed as the maximum cutoff frequency; see

Figure 3. By having the upper and lower borders, we then were able to determine six different cutoff frequencies for

the sound (20 Hz, 72 Hz, 265 Hz, 966 Hz, 3525 Hz, 12866 Hz) in equal logarithmic steps, following the Weber-Fechner

law [37], and have the same amount of values as we had for the visual stimuli. If these six cutoff frequency values are

listed or mentioned in the further course of the work, they are always to be understood as cutoff frequency unless

described otherwise. The sound in the study was applied using an HRTF (Head-Related Transfer Function) to make the

sound appear originating from the virtual object [43].

Combination of Both Stimuli. The visual stimuli were combined with the auditory stimuli in ascending order (i.e., 0 cm

with 20 Hz or 0.6 cm with 966 Hz). This was done because vibration can be assumed as nonlinear movement [8, 26, 56].

This is based on the correlation of a greater supply of energy resulting in a greater amplitude (in our case, the width of

the blurring effect) and a higher cutoff frequency (more overtones). This is one reason why combining all different visual

and auditive stimuli would lead to unnatural combinations far from expectations. In addition, a higher amplitude is

connected to a higher sound [1]. In addition, it is known that a higher cutoff frequency also means a higher sound volume

compared to a lower cutoff frequency, and smaller cutoff frequencies sound more muffled [1]. This also shows that

combining the different stimuli in ascending order is more natural. For these reasons, we did not combine every value

of visual and auditive stimuli, as the values should fit together to have the best possible stimulus, which we perceive as

meaningful for creating the best illusion. This is important because the perceived stimulus has to be believable and

should seem as real as possible linked to real-life experiences that the discrepancy of missing haptic feedback can be

overwritten by the visual and aural sense, as mentioned at the beginning of this section. As this approach aims to enrich

scenarios and environments where no feedback can be present, we had a control condition for each stimulus where no

feedback was present (width of 0 cm, cutoff frequency of 20 Hz, and a combination of both). This is due to the study

design and calculation of various strengths for each stimulus. However, we believe this does not impact the outcome of

perception but indicates that perception occurs only when stimuli are present.

1
https://www.steinberg.net/cubase/

Strength

Stimulus

Audio Visual Audio and Visual

1 20 Hz 0 cm 20 Hz/0 cm

2 72 Hz 0.2 cm 72 Hz/0.2 cm

3 265 Hz 0.4 cm 265 Hz/0.4 cm

4 966 Hz 0.6 cm 966 Hz/0.6 cm

5 3525 Hz 0.8 cm 3525 Hz/0.8 cm

6 12866 Hz 1 cm 12866 Hz/1 cm

Table 1. Overview of all different conditions used in our study.
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4 USER STUDY

To explore if the illusion of feeling vibrations can be created and which modalities are suitable for creating the illusion,

we determined the following research questions: (RQ1) "Can vibrotactile perception be induced by auditory, visual, or

audiovisual stimuli?" and (RQ2) "Where is the illusion’s beginning and breaking point?".

4.1 Experiment Design

As we aimed to explore which stimuli could lead to the perception of feeling vibrations and if there is a specific range

in which the illusion takes place for the different stimuli, we varied the input stimuli within our study and the input

value. We designed a controlled experiment with a 3x6 within-subjects design and the independent variables stimulus

(auditory, visual, audiovisual) and inputStrength with 6 different strength levels. The creation and choice of the

values used for the inputStrength of the different stimuli were described in Section 3.

The dependent variables were perceivedStrength (to explore if tactile feedback was perceived and in which

strength), realism (to figure out how realistic the feedback was perceived), composition (as a possibility to explore

which stimulus influenced the perception of feedback), and feedbackImprovement (as qualitative feedback on points

that helped or prevented to perceive tactile feedback).

4.2 Measurements

To explore if the haptic illusion of feeling a vibration can be created through visual and/or aural stimuli, we asked the

participants for the perceived strength and the realism of the felt haptic feedback. Therefore, we used two single-item

questions, like done by prior work investigating haptic illusions [25, 40, 41, 48]. In addition, such questions were found

to be mainly used when visual and audio-related haptic feedback is investigated [10]. Following the aforementioned

work, this resulted in the following questions:

• To what extent was a vibration perceived tactile?

• To what extent was realistic tactile feedback perceived?

Both answers had to be answered on a 7-item Likert scale. For perceived strength, the Likert scale lasted from not

at all (1) to very strong (7), and for realism, from not at all (1) to completely (7). For the composition, the participants

were asked:

• To what extent did the following stimuli characterize the perceived feedback?

This question was answered via three sliders, lasting from 0 to 100, representing three different stimuli (visual,

auditory, and tactile). Further, we asked two semi-structured interview questions about reasons supporting or limiting

the perceived feedback of feeling a vibration:

• What supported perceived feedback of a vibration?

• What limited perceived feedback of a vibration?

4.3 Participants

For the study, we recruited 18 healthy participants (6 female and 12 male) aged 21 to 32 years (mean = 25,83 years, SD =

2,62) via mailing lists. The participants were from different scientific areas and had no AR experience.
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4.4 Apparatus

For the study system, a HoloLens 2 AR headset was used. A virtual 10 x 10 cm white square-shaped plate was placed on

a physical flat table and had to be touched to start the different conditions. The touch interaction was realized using

colliders in Unity in conjunction with MRTK (Mixed Reality ToolKit) functionalities.

After finishing one condition, the participants could use a virtual button in the right periphery of the scene to switch

to the following condition. To ensure that all participants’ time of touch is the same over each condition, we had a

virtual progress bar in the upper periphery of the HoloLens 2 screen. The participant should lift their index finger again

if this bar was completely filled. In addition, we also added an acoustic signal at the end of the task time. A visualization

of the apparatus can be found in Figure 4. The questionnaires were completed on a separate computer.

4.5 Task and Procedure

The experiment was conducted as a lab study. First, the participants were introduced to the study’s purpose and then

were asked to agree to a consent form. Participants were not informed whether real feedback was available or not to

avoid influencing responses. After filling in a demographic questionnaire, participants started with the actual study. In

each condition, the participants touched the virtual object with their right index finger for 3 seconds, as this duration

was used in other haptic illusion studies (i.e., [59]). The order of the different conditions was counterbalanced, following

a balanced Latin square design [7]. After each condition, participants filled in the questionnaire and answered the

semi-structured question. Participation in the study took approximately 30 minutes for each participant.

5 RESULTS

We first analyzed our quantitative data to learn how the different stimuli conditions auditory, visual, and audiovisual

affected the perceived strength, realism, and composition of the feedback. Subsequently, we analyzed the qualitative

data to understand our quantitative results better.

Fig. 4. A representation of the scene the participants have seen, with the progress bar indicating the virtual object was touched and
when to lift the finger with which the object was touched. The button on the right was for the participants to switch to the next
condition after answering the questionnaire. A number on the button helped them to recognize if they went one condition further.
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Fig. 5. Box plot representing the results for the question "To what extent was a vibration perceived tactilely?". Only the most prominent
significant differences are present here to ensure better clarity.

5.1 Quantitative Results

For analyzing the quantitative results of the perceived strength and realism, we used a Friedman test to identify

significant differences. Post-hoc analysis with Wilcoxon Signed-Rank tests was conducted with a Bonferroni correction

applied for the p-value, resulting in a significance value of 0.0028. For the quantitative results of the composition of

the feedback, we used an ANOVA as the data collected by the sliders can be understood as ordinal data [27].

5.1.1 Perceived Strength. For detailed results, we took a look at the perceivedStrength considering the stimuli, as

well as the inputStrengths, to compare all 18 conditions. A Friedmann test indicated significant differences for the

perceived strength, (𝜒2 (17) = 208.62, 𝑝 < .001).

Post-hoc analysis performed with Wilcoxon Signed-Rank tests indicated various significant differences between

stimuli for perceivedStrength regarding a perceived vibration when touching the virtual object. As it would be

incomprehensible to present all individual significant differences, we focus on the most prominent ones. Considering all
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Fig. 6. Box plot representing the results for the question "Did the perceived feedback feel real?". Only the most prominent significant
differences are present here to ensure better clarity.

statistically significant differences, the conditions 265 Hz/ 0.4 cm (cutoff frequency/ amplitude) and 966 Hz/ 0.6 cm of the

stimulus audiovisual were most often perceived as statistically significantly stronger than most of the other conditions,

see Figure 5. Further, nearly all conditions were perceived as significantly stronger than the control conditions (no

feedback to be perceived). For a detailed presentation of all significant differences, see Appendix Table 1.

5.1.2 Realism. For the comparison of the realism considering the different stimuli and inputStrengths, a Friedman

test indicated statistically significant differences (𝜒2 (17) = 163.08, 𝑝 < .001). The post-hoc analysis results of Wilcoxon

Signed-Rank tests again indicated various significant differences. For the realism, the conditions 265 Hz/ 0.4 cm (cutoff

frequency/ amplitude) and 966 Hz/ 0.6 cm of the stimulus audiovisual were perceived as statistically significantly

more realistic than all other conditions, see Figure 6. In addition, nearly all conditions were perceived as significantly

more realistic than the control conditions where no feedback was present. A list of all significant differences, including

control conditions, can be seen in detail in Appendix Table 2.
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Fig. 7. Radar charts representing results for the perceived composition of feedback. The gray triangles in the top three rows show
the mean overall conditions. The colored triangles represent the three different stimuli (red for auditory, blue for visual, purple for
audiovisual). The two conditions marked with an ∗ showed significant results in perceiving tactile sensation than all other conditions.
In the bottom row, the three results of comparable conditions are overlaid onto one radar chart for each step.

5.1.3 Composition. An analysis of the dependent variable composition was made by investigating only the results

for the tactile slider, even if there were also the sliders for auditory and visual feedback. This is because the answers

for the visual and auditory characterization of the perceived stimuli differ by nature, since just one feedback modality

(visual or audio) was present for some conditions, and therefore the results for these two modalities are not expressive.

The perception of the single modality was recognized correctly in all respective cases; see Figure 7. Further, the

absent modality was consistently rated with 0. An ANOVA revealed statistically significant differences for the variable

composition regarding the perceived tactile feedback (𝐹
(1, 306)

= 55.23, 𝑝 < .001).

Post-hoc pairwise comparison (performed with Tukey-test) revealed a better characterization of the feedback by a

tactile stimulus for the conditions 265 Hz/ 0.4 cm (cutoff frequency/ amplitude), 966 Hz/ 0.6 cm, and 3525 Hz/ 0.8 cm,

compared to all other conditions (𝑝 < .001). In addition, the feedback was found to be characterized significantly more

by a tactile stimulus for the conditions 265 Hz/ 0.4 cm (cutoff frequency/ amplitude), 966 Hz/ 0.6 cm compared to 3525

Hz/ 0.8 cm (𝑝 < .001).
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5.2 Qualitative Results

The qualitative data were coded using Grounded Theory [49]. Axial and selective coding was applied, building categories

according to the questions that asked for positive or negative perceived aspects of a system [49]. Two researchers

did the coding independently of each other and discussed their results afterward to develop common codes. That

procedure aims to gain explanations for our quantitative findings through qualitative analysis. The qualitative results

are separated into factors that supported or limited the perceived feedback of a vibration, which were pre-structured by

the semi-structured interview questions. As both questions were answered after each condition, we gained a total of

726 answers, split into 377 answers for supporting and 349 answers for limiting factors. The total number of answers

exceeded the maximum of 648 possible answers, as some participants mentioned more than one point.

5.2.1 Supporting Factors. Overall, three different factors could be identified to support the perception of feeling a

vibration, resulting in 377 answers. In 193 of the 377 answers, it was mentioned that the presence of auditory feedback

or visual feedback at all was a supporting factor:

• The fact that sound was present at all (P.6, 966 Hz)

• The movement of the object (P.13, 0.2 cm)

• The presence of auditory and visual feedback (P.3, 265 Hz/0.4 cm)

Further, in 90 out of the 377 cases, it was mentioned that not only the presence of the feedback supported a perception

but also that the perceived feeling seemed realistic and was perceived as how the participants would expect it. 42 of

these 90 answers were given for the two statistically best performing conditions where auditory and visual stimuli

were presented with a strength of 256 Hz combined with 0.4 cm and 966 Hz combined with 0.6 cm:

• The volume and the type of sound seemed realistic. It felt like a movement (P.11, 966 Hz)

• The finer movement makes it more realistic (P.10, 0.4 cm)

• It just felt very good. Very real. The interplay of the 3 elements was very coherent (P.9, 966 Hz/0.6 cm)

Another supporting factor was the good interaction of visuals and sound, as stated in 19 out of the 377 answers. 15

times, this was the case for the two conditions 256 Hz combined with 0.4 cm and 966 Hz combined with 0.6 cm:

• The sound combined with the visual was very good, creating a resonance in the ear which actually made it feel

like a vibration (P.14, 265 Hz/0.4 cm)

Lastly, in 75 out of the 377 answers regarding supporting factors, it was mentioned that there was no supporting

factor at all. This was every time the case for the control conditions (54 answers).

5.2.2 Limiting Factors. For the semi-structured interview question about limitations for perceiving vibrational feedback,

two different factors were mentioned in a total of 349 answers. One of the two factors was the absence of visual or

auditory feedback depending on the conditions in 120 out of 349 answers:

• A motion was missing completely (P.13, 966 Hz)

• Visual feedback felt bad because there was no sound (P.5, 0.8 cm)

Further, it was mentioned that the strength of the feedback limited the feedback perception as it was not appropriate

because the stimuli were either too weak (60 out of 349 answers) or too strong (60 out of 349 answers):

• The sound was too loud (P.7, 12866 Hz)

• Motion too strong. Seems like a graphical error. (P.14, 0.6 cm)

• Sound and motion were too extreme. Causes discomfort when using (P.18, 12866 Hz/1.0 cm)
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Lastly, it was mentioned by many participants that no limiting factors have been perceived (110 out of 349 answers).

This was mainly the case for all control conditions (54 out of 110 answers), followed by the two multimodal conditions

256 Hz combined with 0.4 cm and 966 Hz combined with 0.6 cm (24 out of 110 answers).

6 DISCUSSION

Aiming at exploring if we can create the feeling of a vibrotactile illusion, we investigated which stimuli (visual and/or

auditory) and in which strength/range can be used to create such a haptic sensation. Our results indicated a significantly

better haptically perceivedStrength and realism for a combination of visual and auditory stimuli than both stimuli solely.

Regarding perceived tactile feedback, two combinations of sound and visual stimuli (256 Hz combined with 0.4 cm

and 966 Hz combined with 0.6 cm) outperformed the other conditions. Both quantitative and qualitative results are

discussed here. Based on this, considerations are given on how visual and auditory feedback can be used to create

tactile, irrational feedback in cases where real feedback cannot be provided. We lastly regard the limitations of our

design and implementation and how these might be addressed by future research.

6.1 Tactile Perception Supporting and Limiting Factors

Within our study, we tested the influence of two different senses. The visual sense, as it is the most dominant sense of

all, see Section 2.1, and the sense of sound as this sense also can be used to create haptic sensations, see Section 2.2. In

addition to researching both stimuli alone, the combination of the two was also investigated. This section discusses the

factors that supported and limited the perception of vibrational tactile feedback of each stimulus.

6.1.1 Visual and Auditory Stimuli Combined. The combination of both stimuli achieved the best results regarding the

perceivedStrength, realism, and for perceived tactile feedback found in the composition of the feedback. That the

combination of feedback modalities increases the results compared to the feedback modalities solely is known and was

shown in other publications, see Section 2, and also takes place in the present work.

The best results were achieved for 256 Hz combined with 0.4 cm and 966 Hz combined with 0.6 cm. These were

conditions where the participants mentioned not only the visual and auditory feedback being present as a supporting

factor but also the strength of the feedback modalities to be adequate and in a range where they would expect it. This

is in line with the principles of multisensory illusions [11]. The perceived visual and auditory feedback was so close

to the participants’ expectations that they were able to overwrite the tactile perception and let them feel vibrations,

see Sections 3 and Figure 8. This might also be why these two conditions performed better than the other visual and

auditory feedback combinations. For the other combinations, the perceived feedback was too weak and sometimes not

even recognizable or too strong and, therefore, themed unnatural and not appropriate for inducing a vibration. The

other conditions could not overwrite the other senses in the same way. In addition, these two were the conditions with

feedback actually being present, where, most often, no limiting factors were perceived.

Partially, our results confirm the findings of related work with a similar setup, like the research of Kang et al. [25].

They found auditory cues to be a significant factor for perceiving stiffness, while visual cues are not. On the opposite,

we found the combination of auditory and visual stimuli as performing significantly better compared to one sense alone

regarding illusionary perceived vibrations, while this was not significant for perceiving stiffness in their work [25].

6.1.2 Visual and Auditory Stimuli Solely. Besides the combination of visual and auditory stimuli, both modalities were

investigated alone and performed worse than in combination. The quantitative and qualitative results showed no

differences between the visual and auditory conditions, considering the dependent variables realism and composition.
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Fig. 8. Radar charts of the conditions (256 Hz / 0.4 cm and 966 Hz / 0.6 cm) that show significant differences in perceived tactile
sensation compared to all other conditions, as shown in Figure 7. While the other conditions of combined feedback basically add the
two sensations (auditory and visual), these two create a measurable outbreak toward perceived tactile sensation.

Only the visual conditions with a range of 0.2 cm performed significantly worse than the auditory conditions in terms

of perceivedStrength. This might be because this visual stimulus was hard to perceive and often missed. Besides, for

this dependent variable, no differences could be found.

Overall, the qualitative results indicate that one of the modalities solely was perceived as unnatural and unrealistic

without the other. The absence of one modality in each case broke the illusion. Therefore, both modalities alone

could not create the illusion of feeling a vibration. However, both still performed significantly better than the control

conditions, with no feedback. While in other research, visual or auditory stimuli alone were able to create haptic

sensations [3, 4, 9, 22, 52, 54], we could not support such findings in terms of creating a vibrotactile illusion. One reason

might be that some haptic illusions (deformation) are easier to achieve than others. It appears reasonable to assume

that illusionary creating a vibrotactile sensation without directly using haptic modality is difficult to accomplish.

6.2 Applicability of Vibrollusion in HCI

Vibrollusion is related to haptic illusions and psychophysics and aims to enrich ubiquitous environments by providing

a tactile sensation induced through the auditory, visual, and audiovisual senses. We can see a growing interest in using

haptic illusions to provide haptic sensations in the field of HCI [5, 19, 53].

Our work aims to enrich ubiquitous AR environments where attaching hardware to the environment, objects, or

users would be laborious, impossible, and unfeasible. We see three application areas in ubiquitous computing that could

benefit from the Vibrollusion concept: (1) walls, (2) surfaces, and (3) furniture:

(1) Providing vibrotactile feedback to make walls interactive would enable to feel feedback when pressing buttons

that might be projected at walls using AR glasses, which has been, for example, done by Lopes et al. [35, 53]. While

they used EMS for providing haptic feedback when interacting with smart walls, which is laborious and requires the

user to carry hardware, including recharging the device’s battery occasionally, Vibrollusions would be a zero-weight

and not hurting alternative to EMS.
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(2) Stiff surfaces have been perceived as soft and flexible using distortion projections when pressing the projected

material by Wolf and Bäder [59]. This approach is easily combinable with Vibrollusion, which would allow rich and

computable material perception through augmenting analog surfaces and turning everyday surfaces into user interfaces

with the support of haptic feedback.

(3) Furniture can be visually brought into vibration, as shown in the IllumiRoom project, and smart furniture using

physical modules can be easily built, as presented through Foxels [38]. While both approaches integrate furniture

into smart room interaction, the furniture cannot provide haptic feedback due to the lack of embedded technology.

Vibrollusion could easily add vibrotactile feedback to both approaches and enrich the interaction with the furniture.

As the described possible application, Virollusion contributes to the idea of ubiquitous computing and aims at helping

to create low-cost natural interactive environments with just a minimum of hardware. Everyday life objects could be

augmented with HMDs or projectors and provide the user with haptic feedback through sensory illusion, while users’

hands could stay unencumbered while interacting [62], and the interactive environment could be kept calm [57].

6.3 Limitations & Future Work

As we can see in our results, the visual presentation alone performed worse in terms of perceivedStrength and

realism, see Figure 5 and 6. Especially for higher ranges of the blur effect, see Figure 7, could have two possible

limitations. The first limitation might be that users are not used to perceiving a vibration only visually. In everyday life,

we are more used to hearing a vibration together with seeing a lighting display or other indicators. To still provide an

experience that is as close as possible to a visual representation of a vibration, we chose the visualization as it performed

best out of five possible ones in our pre-study [30]. The second limitation is that we used a neutral object without

connection to users’ experiences. Using a texture or another shape, like a smartphone, might have increased the results

as this is more related to a vibration. Nevertheless, we decided to take a neutral shape and color to not bias the ratings.

Besides the visuals, one limitation can be seen in the presentation of the vibrational sound. Three participants

mentioned that the duration of the sound was long and monotone. While 3 seconds was found to be used in related

work [59], in the future, when this illusion is investigated further, impulses should be examined for auditory feedback.

The combinations of sound and visuals were mainly perceived as coherent; see Section 5. However, this should be

further investigated in the future. One limitation of our study might be the step size between the different conditions,

which came up through the laws to set the conditions, and that a number of 6 strengths was chosen for each feedback

modality. A higher number of steps and more conditions would have extended the study time, which might have

resulted in exhaustion. The goal of this work was firstly to figure out if we can create the illusion of feeling a vibration,

and if so, in which range. Now, with having a range and only focusing on the combination of visual and auditory

feedback, the values around the range that were found to work best can be investigated in more detail in the future.

Our results are associated with the study setup in which an interactive virtual object of 10 x 10 cm is placed on

a physical table. Future research can explore if different textures, sizes, and positions affect the perception. When

interacting with a virtual object on an everyday surface, our results showed participants preferred the combination of

two stimuli (256 Hz / 0.4 cm and 966 Hz / 0.6 cm) as it meets their expectations.

Our findings indicate a specific multimodal stimuli range in which audiovisual feedback can induce a vibrotactile

illusion for touch interactions on everyday objects using haptic actuators.
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7 CONCLUSION

This work aims to explore if auditory, visual, or audiovisual stimuli can induce a vibrotactile perception without using

haptic actuators. If this is possible, ubiquitous computing could be designed calm, in a sense with a minimum of

hardware. This would be appropriate, particularly when haptic feedback technology is not feasible. To investigate that,

we used HoloLens 2 to display a 10 x 10 cm virtual white square on a physical table directly in front of the users. When

touching this square, it was visually vibrating, and/or a vibration sound was played.

Our results show that two combinations of auditory and visual feedback were haptically perceived as significantly

stronger and more realistic than all other conditions:

• a vibration sound with a cutoff frequency of 265 Hz combined with a 0.4 cm amplitude edge blurring effect

• a vibration sound with a cutoff frequency of 966 Hz combined with a 0.6 cm amplitude edge blurring effect

The concept of creating vibrotactile touch-feedback through visual and auditory stimuli could be proven in this work

and can help to enrich interaction with ubiquitous computers while keeping the required hardware simple.
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